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Introduction – The impact of Artificial Intelligence: main issues and new 
challenges  

1. Artificial Intelligence (AI) technologies - machine-based systems that can, for a given set of human-
defined objectives, make predictions, recommendations or decisions influencing real or virtual
environments1 - will have an important impact on labour markets, workers and the workplace. As a result,
workers and firms will need to grapple with significant transitions and adjustments. Recent years have
seen rapid advances in the development and adoption of AI technologies, particularly in the areas of image,
text and speech recognition, computer programming and predictive analytics. These developments have,
for instance, fuelled new fears about large-scale job losses stemming from the ability of AI to increasingly
automate not only repetitive but also non-repetitive tasks2, and its potential to affect every sector of the
economy. At the same time, AI will also create entirely new tasks and occupations, and drastically change
the nature of others: as a result, some tasks may become safer and less monotonous, but in others there
may be a risk of de-humanisation and even de-skilling. Moreover, the abilities among different workers and
different firms to take advantage of the benefits that AI brings could also trigger inequalities in the labour
market: while not new, the risk that workers who adapt more slowly to technology adoption may be
excluded is likely to be magnified by AI diffusion, as “letting algorithms drive economic activity will further
privilege the privileged” (Schor, 2018[1]).

2. Furthermore, there are concerns about autonomous decision-making in the workplace, particularly
in HR and management processes, which are linked to excessive surveillance, intrusive practices and
ensuring fundamental workers’ rights: decisions taken by AI, when tracking drivers or nurses connected
with applications, or when recruiting, firing3 or monitoring workflows and performance, could change the
nature of the relationship between firms and workers, but also raise more fundamental ethical questions,
linked to the risk of potentially biased decisions, discrimination, data protection and human rights. AI
technologies that are able to process biometric data, but also have facial recognition and even detect
emotions and behaviours may, for instance, carry a high risk of privacy breaches and a violation of human
dignity.

3. However, AI, also brings real opportunities to create new business models and new types of jobs,
as well as alter the nature and task composition of existing ones. Since AI has the potential to complement
and augment human capabilities, it can lead to higher productivity, greater demand for human labour and
improved job quality (Lane and Saint-Martin, 2021[2]).

4. While AI therefore, as with any technological change, will bring both risks and benefits, many
experts suggest that its effects on labour markets are likely to be magnified by the speed and large potential
for application across multiple sectors and occupations (Brynjolfsson, D. Rock and C. Syverson, 2017[3])
and the greater power imbalance it will trigger (De Stefano, 2019[4]). The impact of AI, whether positive or
negative, will very much depend on how it will be implemented at the workplace level, what will be the role
of regulation (e.g. international legislation, such as the EU GDPR4, international labour standards, national

1 While there is no widely accepted definition of AI, this brief uses the definition of an AI system established by the 
OECD’s AI Experts Group (AIGO): “An AI system is a machine-based system that can, for a given set of human-
defined objectives, make predictions, recommendations or decisions influencing real or virtual environments. It uses 
machine and/or human-based inputs to perceive real and/or virtual environments; abstract such perceptions into 
models (in an automated manner e.g. with machine learning (ML) or manually); and use model inference to formulate 
options for information or action. AI systems are designed to operate with varying levels of autonomy”.  
2 According to an ETUC-commissioned survey that was carried out on trade union representatives across Europe 
(Voss and Riede, 2018[47]), job destruction and job creation due to automatisation ranked as the most important 
concern and opportunity respectively for trade unions. 
3 (Lecher, 2019[56]) reporting that Amazon’s system tracks workers’ productivity rate and automatically generates 
warnings and terminations in light of quality or productivity levels without input from a human. Amazon, however, 
replies that supervisors still have the possibility to override the automated process. 
4 On 25 May 2018, the European Union replaced the Data Protection Directive (European Union, 1995), by the EU 
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legislation and collective bargaining) in governing AI diffusion and the extent to which all stakeholders will 
be involved. Previous OECD work has highlighted the instrumental role that social dialogue and collective 
bargaining can play in the changing world of work by easing transitions and spreading best practices in 
terms of the introduction of new business practices, training and safeguarding quality (OECD, 2019[5]). The 
key role of social partners is further underlined by the ILO’s recommendations on employment policy (see 
for example ILO R169) as well as their recent survey on employment (ILO, 2020[6]). 

5. More specifically, social partners have a key role to play in determining what technology and 
training are adopted; helping companies define tailor-made and fair solutions to organisational and 
technological changes at workplace level and enhancing the quality of the working environment (OECD, 
2019[5]). Depending on the various national regulatory settings as well as practices and traditions, social 
partners can voice concerns, inform and advise their members through codes of conduct and guidelines 
about privacy and ethical rights, as well as participate in decision making at the workplace. Finally, 
collective bargaining, provided it has high coverage while leaving some margins of flexibility, can foster 
inclusive and dynamic labour markets when systems are co-ordinated5 (OECD, 2018[6]; OECD, 2019[5]). 

6. This brief aims to assist all concerned stakeholders in understanding how social dialogue and 
collective bargaining can facilitate AI transition at labour market and workplace levels. It provides key 
insights on the instrumental role social dialogue and collective bargaining can play in complementing public 
policies in this adjustment process, while demonstrating concrete examples of social partners’ initiatives in 
raising voice, advising or signing innovative collective agreements. Finally, it discusses the impact that AI 
tools and systems may have on social dialogue itself.  

The role of social dialogue in facilitating the AI transition at labour market and 
workplace levels 

Social dialogue and collective bargaining can complement government efforts in 
enhancing labour market security and adaptability 

7. Social dialogue and collective bargaining have a key role to play in smoothening the impact of AI 
in the labour market, facilitating the introduction of new technologies as well as complementing public 
policies in the deployment of re-training and upskilling programmes. OECD work on displaced workers 
(OECD, 2018[6]) has highlighted the significant role that collective bargaining, in particular at sectoral level, 
can play in enhancing labour market security and strengthening workers’ labour market 
adaptability. As rapidly evolving demands for products and services and AI diffusion will affect skills 
needs, social partners can help ensuring that if AI technologies are implemented in the workplace, they 
complement, rather than fully replace, existing occupations. Social partners can also provide active support 
to those workers displaced from their existing jobs to help them back into new ones. The Swedish Job 
Security Councils (JSCs) and the Austrian Outplacement labour foundations, two institutions owned jointly 

                                                
GDPR framework (European Union, 2016). The EU GDPR introduced new rules governing the collection, process, 
and free flow of personal data regarding data subjects in the European Union. When data originating in EU member 
states are transferred abroad, the EU GDPR ensures that personal data protections travel with them. The EU GDPR 
ensures high level of protection with consistency, while eliminating barriers to the free flow of data within the Union 
(European Union, 2016). Some controversies exist however on whether the existing EU GDPR framework adequately 
and sufficiently protect workers from the downsides of AI technologies, including for ensuring work-related stress and 
excessive pressure from intensive work schedules defined by AI. 
 
5 OECD work (2018[6]; 2019[5]) explores the link between collective bargaining systems and a series of labour market 
outcomes. The main results show that wage inequalities are highest in systems with no collective bargaining or in 
systems with firm-level bargaining only. Moreover, coordinated systems – in which social partners negotiate for 
different groups of workers follow collectively defined targets when negotiating wage increases – are linked with higher 
employment and lower unemployment, including for women and young people, than fully decentralised systems, in 
which negotiations are firm-specific and not coordinated at all. Finally, coordination also increases labour market 
resilience, in helping social partners to account for the business cycle situation and macroeconomic effects of wage 
agreements on competitiveness when negotiating. 
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by employers’ organisations and unions, are among the most notable examples of this (OECD, 2015[7]; 
OECD, 2019[5]). 

8. Beyond supporting displaced workers, social partners can play a key role in anticipating skills 
needs: though their representation in skills councils and training provisions in collective agreements, as 
well as their involvement in the process of developing, funding and managing adult educational and training 
programmes, the role of social partners has been found to be beneficial both in terms of the quality of 
training and accessibility for all workers (Boheim and Booth, 2004[8]; Dustmann and Schönberg, 2009[9]; 
Verma, 2005[10]; OECD, 2019[5]). This latter point is particularly crucial in light of the growing risk of 
exclusion of workers lagging in AI technological adaptation. In the majority of OECD countries6, social 
partners are involved in skills assessment and anticipation exercises OECD (2015[7]). More generally, in 
several OECD countries7 social partners are represented on sectoral skills councils which produce 
industry-specific long-term projections to ensure that current qualifications meet future demand for skills 
(OECD, 2019[11]). 

9. Crucially, social partners can help ensure that workers also get enough lifelong training to adjust 
to ongoing changes. As highlighted earlier equipping workers with the right skills, in a context of 
technological and occupation changes, is a key challenge for shaping an AI transition that is more inclusive 
and rewarding. Access to long-life training for workers can be negotiated and secured in collective 
agreements, and is an increasingly important issue of collective bargaining.8  

10. In a time of accelerating changes stemming from AI transition, the role of social partners in 
managing transitions, anticipating and filling skills needs may be increasingly important. Investing in skills 
may not only be important to strengthen labour market adaptability and help workers in case of 
displacement, but could also be a winning and revitalisation strategy for social partners to reach out to new 
members (Klindt, 2017[12]). 

11. Along these lines, both unions and employers’ organisations have engaged in outreach and 
awareness campaigns highlighting the need for new competences that will be required to work with digital 
tools, robotics and data (ILO ACT EMP and IOE, 2019[13]; BusinessEurope, 2019[14]; ETUC, 2020[15]; UNI 
EUROPA ICTS, 2019[16]). BusinessEurope (2019[14]) outlines the key role of social partners in facilitating 
the establishment of a “data culture” and “awareness of AI”. The organisation also points that a “highly 
educated and entrepreneurial workforce is required to promote the growth and use of AI in Europe”. The 
European Trade Union Confederation (ETUC) calls for “AI and digital literacy schemes”, as education and 
transparency of AI systems will be important for workers to understand, and be part of, a fair 
implementation of new technologies (ETUC, 2020[15]). It proposes building “data literacy” through on-the-
job training schemes to make AI more accessible to workers and workers’ representatives. In the same 
vein, UNI Europa ICTS (2019[16]) emphasizes the importance for employers to invest in human capital, 
while highlighting the role of soft skills among the new competencies that AI transition will require9.   

                                                
6 For instance, in Sweden, the JSCs, are partly based on a skills barometer which is run twice a year and which allows 
the JSCs to anticipate new skills needs. In Germany, a 2016 agreement in the metal engineering and technology 
sector named “Training and qualification for Industry 4.0 – managing change successfully’’ committed to  analysing all 
vocational and lifelong training programmes offered by the industry to assess their adequacy to the growing use of 
data exchange and automation in manufacturing. 
7 In France, the existence of national committees for employment and professional training (commissions paritaires 
nationales emploi et formation professionnelle) is a source of collective agreements, in particular in the banking sector, 
where the agreement of the 5th February 2020 on professional training maintains employees’ skills in the face of 
economic, technological and organisational changes through anticipation, support and adaptation to changes, in 
particular artificial intelligence.   
8 In Denmark, for instance, a national tripartite agreement was signed in 2017 that specifically focused on adult and 
continuing training. It included a series of initiatives over four years to increase and improve the access to, and the 
quality of, adult learning. 
9 According to the organisation, employers focus too much on the promotion of STEM skills, without acknowledging 
the importance of soft skills, including creativity, empathy and complex reasoning. This would be partly due to the fact 
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12. Some recent actions have also developed at European and national levels: UNI European Finance 
(2021[17]) proposed to introduce responsible AI in the insurance sector through the use of a “people plan” 
to identify skills needs, career paths and training possibilities. In June 2020, ETUC, BusinessEurope, 
CEEP and UEAPME signed the European Social Partners Agreement on Digitalisation to identify the 
necessary digital skills and adjust training accordingly, at national sectoral and firm levels. In Spain and 
Sweden, unions have engaged in educating and training their own members: the Spanish union UGT 
agreed with Google to train two hundred unions representatives on digital skills so they themselves go on 
to train union members, while the Swedish Trade Confederation, TCO, provided in 2019 a free online 
course to workers and unions representatives on AI (TCO, 2019[18]).  

Social dialogue and collective bargaining can help define fair, ethical and pragmatic 
responses to AI introduction at the workplace  

13. The introduction of AI technologies at the workplace may entail different types of risks on the 
quality of the working environment, but also raise fundamental ethical issues, such as excessive 
surveillance, breach of privacy, potential discrimination among workers and risk of de-humanisation10 due 
to the emergence of AI-based management in the workplace providing potential unprecedented form of 
control at the workplace (Adams-Prassl, 2019[19]).  

14. On the one hand, the use of these new management models can help employers increase control 
over their workers and the workplace, advance their performance evaluation techniques including novel 
rating systems, improve the performance and productivity of workers, rationalise the organisation of work, 
reduce the cost of monitoring and surveillance, facilitate the profiling of workers, affect workplace 
behaviours, ensure discipline and improve HR processes: when responsibly developed, AI has the 
potential to reduce human bias in decision-making relating to gender and various forms of discrimination 
at work.  

15. The European Agency of Safety and Health at Work suggests for instance that AI technologies, 
by reducing human bias in decision-making, can improve OSH surveillance, reduce exposure to various 
risk factors, including harassment and violence, and provide early warnings of stress, health problems and 
fatigue. AI-based monitoring could also support evidence-based prevention, advanced workplace risk 
assessment and more efficient, risk-based, targeted OSH inspections. Information could be used by 
organisations to identify OSH issues, including psychosocial risks, and where OSH interventions are 
required at organisational level (EU-OSHA, 2021[20]). 

16. On the other hand, new management models based on AI may go beyond what is strictly 
necessary, and lead to unfair and intrusive practices. (Bodie et al., 2016[21]) The OECD (Forthcoming[22]) 
identifies several issues of concern related to the use of AI and data for surveillance and monitoring11. 

First, workers are not always aware that they are being monitored or managed via AI. Second, even when 
employees are aware that they are being monitored by algorithms, they do not always have access to nor 
any say over who uses their data and how, which can lead to decisions with significant consequences for 
them. Third, continuous monitoring of workers through AI-processed data may lead to privacy breaches 
and violation of human integrity or dignity. Moreover, AI development typically relies on data which may be 
biased in ways that are socially significant (Cowls et al., 2019[23]; Schor, 2018[1]). That may lead to an 

                                                
that many AI-driven analyses aim at identifying skills gaps using open data sets such as LinkedIn profiles, which do 
not necessarily refer to soft skills.     
10 The TUC (2020[45]) conducted a survey data that suggest high rates of distrust when it comes to discrimination and 
unfairness by workers in the UK: more than 60% of respondents indicated that if not properly regulated, AI and 
monitoring could increase both unfairness and discrimination. 
11 Data privacy and protection issues range through all AI related technologies, including cobots, individual virtual 
coaches, smart applications and platforms that support decision-making in sensitive areas of HR management, such 
as hiring and performance management processes (OECD, 2021). 
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amplification of already existing forms of discrimination12 and exclusion or the creation of new ones at the 
workplace.  

17. Beyond ethical issues, the use of AI technologies, can have both positive and negative impacts on 
job quality: through a better work organisation and task optimisation, AI can reduce stress, and fatigue 
levels, and enhance the quality of the working environment. For example, AI can support or automate 
repetitive or physically and mentally strenuous tasks, thereby allowing workers to focus on more interesting 
and safe tasks. However, AI can also generate psychosocial risks due to excessive monitoring and ethical 
issue outlined before; moreover, when embedded in work equipment, AI can lead to an intensification of 
the workload, higher dependency of workers in their interaction with machines, as well as increased safety 
risks, all key drivers of the quality of the working environment (OECD, 2015[7]). Finally, concerns about 
transparency13, explainability and accountability in the case of injury or damage (Moore, 2019[24])14 
may exacerbate these risks in the workplace (OECD, Forthcoming[22]).  

18. Social dialogue and collective bargaining have a fundamental role to play in all the aforementioned 
issues. First, because evidence shows that social dialogue and collective bargaining can help companies 
define tailor-made and fair solutions to organisational and technological changes (OECD, 2019[5]). ETUI 
(2021[25]) highlights the importance of the flexibility that collective agreements offer to cope with the sectoral 
and company-specific application of AI technologies, by offering tailored-made solutions and accounting 
the interests of workers and employers, and applying the general principles laid down in legislation in 
specific contexts. 

19.  Secondly, there is evidence that social dialogue and collective bargaining can enhance the quality 
of the working environment15 (OECD, 2019[5]). Along the same lines, a recent study also found that the 
existence of employee representation tends to lead to job designs which, under automation, provide better 
working conditions and reduce worker scepticism towards automation16 (Belloc, Burdin and Landini, 
2020[28]). Third, because social dialogue and collective bargaining may be even more necessary to 
rebalance excessive imbalances stemming from AI diffusion17 and ensure that the fundamental labour and 
human rights are respected, as part of the international initiative to ensure a human-centric governance.  

20. Many authors suggest that social dialogue is essential in further examining the effect of AI in 
minority groups and re-examining health and safety to draft better regulation (Lillywhite and Wolbring, 
2020[29]). The OECD (2019[28]), recognizing the importance of this topic, calls “for all actors involved at all 
stages of AI applications to address the risks related to safety bias and discrimination”. Along these lines, 
the OECD AI principles (OECD, 2018[6]) outlines the instrumental role of social dialogue in ensuring a fair 
AI transition (Box 1).  

 

                                                
12  AccessNow 2018 provides evidence that workplace discrimination can be facilitated by AI.     
13 Workers need to be informed on their privacy rights, for instance how data are used, stored or shared outside the 
employment relationship. 
14 For instance, if AI technologies are used to implement practices that increase pressure on workers (e.g. 
micromanagement), they may cause stress and anxiety (Moore, 2019[24]). 
15 The OECD (2019[5]) found that the quality of the working environment was on average highest in countries with well-
coordinated social partners and a large coverage of collective agreements. It is also significantly higher in firms where 
workers can voice their concerns through representative institutions and through channels of direct dialogue with 
management. 
16 The survey was conducted over a sample of more than 20 000 establishments from 28 countries. Additionally the 
study notes that employee representation and automatisation through AI are positively associated. 
17 The use of AI may generate substantial power unbalances, for instance surveillance on platform workers can 
generate information asymmetries in favour of employers who have unlimited access to data on employees. Such 
asymmetries fundamentally change the power balance between workers and employers (Rani and Singh, 2019[55]). 
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Box 1. OECD AI principles 

OECD AI principles promote an AI that is innovative and trustworthy and that respects human 
rights and democratic values. The OECD AI principles call on governments to build human 
capacity and prepare the labour markets for labour transformation, by:  

1. Empowering people to effectively use and interact with AI systems, including equipping them 
with the necessary skills; 

2. Ensuring a fair transition for workers as AI is deployed, including via social dialogue, training 
programmes 

3. Promoting the responsible use of AI at work, to enhance the safety of workers and the quality 
of jobs, to foster entrepreneurship and productivity, an aim to ensure that the benefits are 
broadly and fairly shared 

 

21. Several papers also acknowledge the importance of collective bargaining to prevent intrusive 
business practices and risk of de-humanisation: De Stefano (2020a[31]; 2020b[32]) argues that collective 
agreements could lay down the specific limits of AI-enabled surveillance of workers. The author argues 
that trades unions and workers’ representatives should organise and oppose undue surveillance, for 
example by banning the most intrusive applications of technology including neuro-surveillance, and that 
collective bargaining is arguably still the most effective tool to achieve those goals in a rapid and 
customized fashion, considering how fast new technologies and are developed and introduced in the world 
of work today. Hendrickx (2019[33]) argues in favour of collective action in response to the rise of AI and 
surveillance. Hendrickx calls for fully coordinating human rights instruments, such as the European 
Convention of Human Rights, data protection instruments such as the EU GDPR and labour regulation 
instruments, including collective bargaining, to ensure that the use of new technologies at work is made 
compatible with human rights. 

Social partners are engaging in outreach, awareness raising and advocacy  

22. International and national unions have expressed their concerns and raised voice about ethical 
issues, through position papers and guidelines about the application of AI in the workplace. The ETUC has 
called for the reinforcement of workers’ protections from undue surveillance, as well as from biased 
discrimination at the workplace in its resolution on the European Strategies on AI and data (ETUC, 
2020[15]). In its foresight brief, ETUI emphasizes the need for a preventive engagement of workers and 
trade unions in the way algorithms are designed and deployed, and call for collective bargaining to ensure 
the interest of workers and protect fundamental rights (ETUI, 2021[25]). They can also offer the required 
flexibility to cope with the sector- and company-specific application of technologies. Consequently, it is vital 
that trade unions are aware of the risks of algorithmic management and that they plan adequate responses 
to these risks. 

23. UNI Global Union produced principles18 for ethical AI and workers’ data privacy and protection to 
be implemented within collective agreements, at various levels or global framework agreements (UNI 
Global Union, 2019a[34]; UNI Global Union, 2019b[35]). AFL-CIO (2019[36]) expressed their concerns as 
algorithms and AI tools to make decisions about hiring and firing, promotions and work organisation without 
the consent of workers. They propose EU GDPR style of legislative introductions and tailored collective 
bargaining agreements “since optimal rules for data collection and use may vary considerably among 
workplaces”. The European social partners in the insurance sector (UNI Europa Finance; Insurance 

                                                
18 Principles related to workers’ surveillance privacy and human dignity include: the right to have access to, and 
influence over, data collected on them; the exemption of biometric data and personally identifiable information; the 
avoidance of location tracking equipment unless necessary, the application of data minimalisation principle and more 
generally the respect of privacy laws and fundamental rights throughout the company, etc. 
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Europe; Amice; Bipar, 2021[17]) also outlined the importance of assessing the risk of bias stemming from 
AI use and mitigate it.  

24. Some unions (ETUI, 2021[25]; TUC, 2021[37])19 have also started reflecting and calling for the 
introduction of new rights, such as the right not to be subjected to fully automated decisions (e.g. without 
human intervention), the right to explanation for decisions made by algorithms or machine learning models, 
as automated decisions may result in incorrect performance assessment, biased allocation of tasks, etc. 
The British Trade Union Congress (TUC) produced an AI Manifesto proposing the introduction into 
legislature of new rights, such as the right to data reciprocity giving workers the right to collect and combine 
workplace data, the right to human review of high-risk decisions, the right of human contact when important 
decisions are made about people at work (TUC, 2021[37]). 

25. In the United States, the Teamsters Union strongly positioned in favour of bargaining over the 
permission given to employers to monitor the workplace using cameras and define more generally the 
parameters of workplace surveillance (Teamster, 2018[38]). In Germany, (DGB, 2020[39]) called for a more 
active participation of trade unions in the social dialogue around the topics of workplace surveillance and 
privacy in the era of AI.  

26. For employers’ organisations, AI is generally perceived as an opportunity for business and 
economic growth in ensuring competitive advantage (BusinessEurope, 2018[40]). Hence, employers' 
organisations have engaged in strategies to address challenges such as barriers for AI diffusion, including 
the needs of up-skilling and re-skilling, data sharing practices and cybersecurity, as well as funding issues. 
In its AI strategy, BusinessEurope (2020a[41]) proposed for instance the creation of common European 
data spaces for business-to-business data access and sharing, cloud interconnectedness of data spaces 
build on trust, openness, security, interoperability and portability or no mandatory data access rights unless 
other options are explored first. Still, in their common report, ILO ACT EMP and IOE also outlines the role 
of employers and business representatives in changing business paradigms and emerging new models 
(ILO ACT EMP and IOE, 2019[13]). Finally, in a survey on the introduction of digital technologies addressed 
to European managers (CEC European Managers, 2018[42]), half the managers expressed some concern 
about the implications for privacy of digital technologies, followed by transparency and labour rights.20 
Those were yet primarily expressed as possibly disruptive to the business processes. 

Social partners are developing action plans and signing innovative agreements  

27. Beyond informing, alerting and participating in decision making, social partners can also provide 
guidance through framework agreements,21 as well as negotiate collective agreements ensuring adequate 
safeguards when AI-enabled tools and algorithmic-management practices are implemented. The 
European Social Partners Framework Agreement on Digitalisation  (2020[43]), signed for instance by ETUC, 
BusinessEurope, CEEP, and SMEunited, provides guidance on most of the issues outlined above and 
calls for the respect of human dignity, while enabling workers’ representatives to address issues related to 
data, consent, privacy protection and surveillance, and the need to systematically link the collection and 
storage of data to ensure transparency – using the EU GDPR as a reference.22 The framework also calls 
for a fair deployment of AI systems, i.e. ensuring that workers and groups are free from unfair bias and 
discrimination.  

                                                
19 Those initiatives build on the EU GDPR.  
20  The Activity Report 2018 - 2021 covers CEC European Managers’ activities from May 2018 to May 2021  
21 European framework agreements are a result of EU-level social dialogue. Framework agreements are just one of 
several possible outcomes of EU social dialogue. The term ‘framework’ is intended to highlight the particular nature of 
the agreement as providing an outline of general principles to be implemented in the Member States ‘either in 
accordance with the procedures and practices specific to management and labour and the Member States or at the 
joint request of the signatory parties, by a Council decision on a proposal from the Commission’ (Article 139(2) EC).  
22 Notably to the article 88 of the EU GDPR which refers to the possibilities to lay down by means of collective 
agreements, more specific rules to ensure the protection of the rights and freedom with regards to the processing of 
personal data of employees in the context of employment relationships.  
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28. More recently, social partners have also started engaging in “algorithm negotiations”, i.e. they are 
including as a subject of bargaining the use of AI, big data and electronic performance monitoring (“people 
analytics”) in the workplace, as well as their implications for occupational health and safety, privacy, 
evaluation of work performance and hiring and firing decisions (De Stefano, 2018[44]).  

29. To date, a few collective agreements have already been signed in OECD countries related to AI. 
In Spain, UGT and the employer organization Ametic signed an agreement asking for compliance with the 
EU GDPR with regards to data collection and processing. The agreement also stipulates that new 
technologies should be used for the benefits of the workers as well. Another agreement was signed 
between the Spanish Government, CCOO, UGT, CEOE and CEPYME that guarantees platform workers’ 
rights to algorithmic transparency. In Switzerland, the trade union Syndicom agreed with the company 
Swisscom to a “Smart Data” policy that includes principles when processing employees’ data.  

How is AI affecting social dialogue?  

30. If social partners can and should contribute to a fair AI transition, they also have to face additional 
pressures brought by AI, stemming from the complexity and lack of transparency of AI technologies. In 
addition, they have to develop strategies enhancing their affiliates’ trust towards AI. More generally, to 
address fundamental ethical questions linked to human dignity, a more general policy framework besides 
social dialogue and collective bargaining may also be required. At the same time, AI technologies may 
also bring opportunities to social partners, for instance in helping strengthening workers’ organisation or 
voice.  

31. Particular attributes of AI technologies, such as their complexity and opacity, make it difficult for 
users and social partners to understand the social implications of their implementation or to make claims, 
and the allocation of liability may be unfair or inefficient. For instance, having a fair algorithm and respecting 
labour standards may require social partners to be involved in the design of the algorithm. However, having 
the mathematical code is often not sufficient to understand the purpose behind the algorithm and identify 
who are the targeted individuals, what are the trade-offs made in the input of values and variables, such 
as race, gender or other characteristics. In order to be able to critically understand AI’s role and its impact 
on their work, social partners need to become “AI literate” (ETUI, 2021[25]). 

32. According to a survey conducted by the British Trade Union Congress (TUC), 36% of the survey 
participants felt that neither they nor their representatives could effectively challenge what they considered 
unfair decisions, due to lack of knowledge about the algorithmic operations and use, problems accessing 
data and management claiming infallibility of algorithms (TUC, 2020[45]).  

33. The lack of transparency and explainability, while undermining trust in AI technologies23, may also 
damage mutual trust between social partners, one of the key conditions for successful dialogue and 
collective bargaining (OECD, 2018[6]). This concern has been recently expressed by social partners in 
various papers − see for example, UNI Europa Finance; and BusinessEurope (2020b[46]), calling for an 
approach to “excellence and trust”.  

34. Furthermore, social partners will also need to continue their efforts in maintaining and/or improving 
their representativeness, as ensuring a large coverage is another key factor for a well-functioning social 
dialogue in a changing world of work (OECD, 2019[5]). According to a recent survey conducted by ETUC, 
most collective agreements around digitalisation have been by far concluded in large companies. Far fewer 
have been concluded on a sectoral level and most often in sectors strongly affected by new technologies. 
(Voss and Riede, 2018[47]). While collective agreements on AI technologies specifically are still in an early 
stage across OECD countries, the sectoral patterns are likely to be similar. 

35. Along these lines, unions are diversifying their strategies to reach potential members and 
represent non-standard forms of employment (OECD, 2019[5]). New minority independent unionism is on 
the rise, especially in AI and digitalisation related sectors, to bring bargaining counterparts to the table, 
even though they usually lack formal collective bargaining participation (Johnston and Land-Kazlauskas, 

                                                
23 According to the same TUC survey, 56% of the respondents found that AI introduction damaged trust between 
workers and employers (TUC, 2020). 
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2018[48]). Employers also highlight the need for businesses to reach out to underrepresented or emerging 
economic actors and in particular giving “a seat at the table” to small and medium enterprises, as well as 
new business models based on AI technologies (ILO ACT EMP and IOE, 2019[13]).  

36. Finally, since AI systems may take decisions that violate fundamental human rights – whether or 
not this is known or intended by the developers and applying business, social partners’ actions may not be 
sufficient and require adjustments in national and international legislation governing AI as well as effective 
enforcement by public authorities. Such an issue should be further investigated in forthcoming research. 
Codes of conduct, soft law and other self-regulatory instruments are not legally binding. Evidence shows 
that their impact is rather limited and companies using them have a limited ability to evaluate their success 
or implementation (Auplat, 2012[49]; Jenkins, 2001[50]). Furthermore, the lack of enforcement mechanisms, 
as well as explicit sanctions for non-compliance is a real concern (ETUI, 2021[25]). 

37. The use of new technologies, including AI-enabled technologies, also provide an opportunity for 
workers’ representatives to increase workers’ voices and organise (Adler-Bell and Miller, 2018[51]). 
Following the onset of the internet, which has had a tremendous impact in terms of facilitating 
communication and presenting renewal opportunities for unions (Martinez and Walker, 2005[52]) AI can 
further boost trade unions through increased outreach, especially to younger members, new forms of 
management, facilitation of membership renewals, but also data analysis and machine learning techniques 
aiming to inform the union strategy about concerns related to the world of work (Vandaele, 2018[53]). 
Flanagan and Walker (2020[54]) provide an illustration of an application of AI used to build unions’ power in 
Australia and the United States: using a reconfigured chatbot to reflect an “organising” rather than a 
“servicing” ethos, they argue that chatbots can offer various possibilities to unions trying to enhance their 
resources or capabilities.24 

38. Ranking applications, initially developed by platforms for their customers and employed to put 
pressure on workers of those platforms through monitoring and discipline, are also re-appropriated by 
workers to rank employers and their working conditions (AFL-CIO, 2019[36]; Johnston and Land-
Kazlauskas, 2018[48]). Unions representatives and workers, are developing new initiatives, as they become 
aware of the potential of digital technologies to help them organise and reach out more workers from the 
digital economy 25 (Voss and Riede, 2018[47]).  

 Conclusions 

39. This brief argues that social dialogue and collective bargaining can play an important role in 
addressing some of the key challenges driven by AI technologies. Previous evidence has shown that when 
social partners work cooperatively, social dialogue and collective bargaining can support and usefully 
complement public policies in easing transitions in the labour markets. Moreover, collective bargaining 
systems, when coordinated, can also reduce inequalities and foster inclusive and dynamic labour markets.  

40. However, the fundamental ethical issues that the use of AI poses in terms of workers’ privacy, data 
protection, surveillance and discrimination, may call for international and national actions to ensure the 
right ethical and legal framework is in place. Furthermore, the complexity and lack of transparency of AI 
algorithms represents a serious challenge for social partners who may be unable to understand, explain 
and adequately defend their members’ interests. Along these lines addressing transparency, explainability 
and accountability will be key to build trust around AI adoption and diffusion.  

                                                
24 The reconfigured chatbot was used to enable otherwise marginal workers to receive basic information in a manner 
that reinforced union narratives of power and worker solidarity, and workplaces to be mapped more efficiently. The 
chatbot did not act as a labour-saving tool, but stimulated wide-ranging learning by bringing implicit tensions between 
'servicing' and 'organising' conceptions of knowledge, power and expertise to the surface.  
 
25 For instance, new applications, such as Alia for domestic workers, or Weclock, have been developed to empower 
workers and unions. New online tools, such as the faircrowd.work website portal set up by IG Metall, the Austrian 
Union Confederation and the Swedish Unionen, provide support and information to platform workers on their working 
conditions. Along the same lines, the Lighthouse in the United Kingdom, provides an online tool for unions to educate 
themselves and find out where they stand in matters of data governance on their projects and as a whole.  
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